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Poker is a game of skill [1] such that a dominant stable strategy (e.g. rational play, random play, bluffing) yields the 
highest wins. In simulating [2] pre-flop Texas Hold’em betting between two randomly selected agents from a 
population with equal number of rational and random players, imitation dynamics lead to rational players taking 
over. Rationals bet based on the strength of their hand while randoms bet randomly, both select the other 
strategy when facing a loss. Here, we expand and test bluffing using more sophisticated learning dynamics across 
four different types of agents. 

1. Do learning dynamics influence the dominant strategies?
2. Does knowledge (i.e. information) of the other player’s strategy 

influence these strategies?
3. To what extent does the presence of one strategies in the 

population affect the success of other strategies?

Agents, Dynamics, and Simulations

Pairwise Comparison of Strategies

Death DynamicComplete Information Weighted Learning

Incomplete Information Weighted Learning

1. Complete Information Weighted Learning: The losing agent loses confidence in 
their played strategy proportional to the percent stack lost. The winner strategy’s is 
enforced.

Baker ‘64 Collabria Fellowship in Data Analysis

The win rate is the proportion of the 500 
simulations ran for which the last agent 

standing used that strategy.

Strategy Density Under Complete Information Weighted Learning
Broad Random Tight Random

Broad Random
Strategy Density Under Incomplete Information Weighted Learning

Tight Random

2. Incomplete Information Weighted Learning: The losing agent loses confidence in 
their played strategy proportional to the percent stack lost. The confidence is 
distributed uniformly amongst the strategies that the agent did not play.
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1. Broad Random: Equity is chosen from 0 to 1
2. Tight Random: Equity is chosen from 0.2923 to 
0.8493, the range of possible pre-flop equities
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Pairwise play shows winning hands is not the cause of 
winning money, rather one must play to the strength of 
their hand! Under a death dynamic, the ability of a rational 
agent to maximize the value of their hands allows them to 
dominate. 

With broad random, random agents learn at a lower rate by 
folding much more than any other strategy. Once an agent 
experiences a bad beat and becomes random, they don’t 
change back. The revision to equity sampling fixes this. 
Incomplete information greatly slows the learning process, 
preventing complete convergence.
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